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Abstract—In-spite of a number of in-depth investigations regarding the impact of clones in the maintenance phase there is no concrete answer to the long lived research question, “Does the presence of code clones increase maintenance effort?”.

Existing studies have measured different change related metrics for cloned and non-cloned regions, however, no study calculates the maintenance effort spent for these code regions.

In this paper, we perform an in-depth empirical study in order to compare the maintenance efforts required for cloned and non-cloned code. For the purpose of our study we implement a prototype tool which is capable of estimating the effort spent by a developer for changing a particular method. It can also predict effort that might need to be spent for making some changes to a particular method. Our estimation and prediction involve automatic extraction and analysis of the entire evolution history of a candidate software system. We applied our tool on hundreds of revisions of six open source subject systems written in three different programming languages for calculating the efforts spent for cloned and non-cloned code. According to our experimental results: (i) cloned code requires more effort in the maintenance phase than non-cloned code, and (ii) Type 2 and Type 3 clones require more effort compared to the efforts required by Type 1 clones. According to our findings, we should prioritize Type 2 and Type 3 clones when making clone management decisions.

I. INTRODUCTION

During the evolution of a software system, the frequent copy paste activities performed by the programmers cause multiple copies of exactly or nearly similar code fragments to co-exist in the code base. According to the literature, these same or nearly similar code fragments are termed as clones. Beside the copy-paste activities some other factors such as unrealistic deadlines of projects, programmer behaviours like laziness and tendency to repeat common solutions, technology limitations, code evolvability, code understandability and external business forces have influences on code cloning [13]. Whatever may be the reasons behind cloning, the impacts of clones are of great importance from the perspective of software maintenance.

On the basis of a number of existing investigations clones have mixed impacts in the maintenance phase. The studies in favour of clones argued that clones are not harmful [2], [10], [14], [15], [29] instead clones can be helpful from different perspectives [13]. On the other hand, there are empirical evidences that clones can introduce temporarily hidden faults [11], bugs [20] and unintentional inconsistent changes [3], [4], [9] to the software system. A number of studies [11], [22]–[25] also show that clones can exhibit higher instability than non-clone code in the maintenance phase.

Motivation. Focusing on the negative impacts of code clones researchers suspect that code clones can possibly increase software maintenance effort and costs. However, there is no empirical evidence regarding this. By analyzing the negative impacts of code clones we see that each of these leads to an increased modification to the source code. Fixation of a previously introduced bug or fault or propagation of a particular change to ensure consistency ultimately result in additional source code changes as well as efforts in the maintenance phase. However, bugs or faults can also be introduced in the non-cloned code. So, by measuring the source code change efforts of cloned and non-cloned code in the maintenance phase and comparing these efforts we can determine whether clones can really increase maintenance efforts compared to non-cloned code or not. Unfortunately, none of the existing studies have compared efforts required for cloned and non-cloned code. We identify the following issues of the existing clone impact studies.

1) Existing studies have only quantified the amount of modifications in the source code without considering how much time or effort has been spent for understanding prior to a particular change. There are many situations where most of the time regarding a particular change is spent for understanding where to make that change and how to make that change. A little amount of change might require a considerable amount of understanding time if the responsible programmer is new to the particular project. Thus, only the amount of lines or tokens changed in a code region (cloned or non-cloned) can never be a good estimator of the total effort spent for that region.

2) Most of the studies did not compare the impacts of different types of clones. Comparison among clone-types is important because, if a particular clone-type requires more effort than the other types, we can suggest programmers to avoid that particular clone type or to take extra care of it.

A number of effort estimation models such as: COCOMO [5], function point based model [1], use case based models [18], and analogy based model [19] currently exist. However, such models cannot be used to calculate the efforts required for cloned and non-cloned code of a software system separately.

Contribution. Focusing on the above issues we perform an empirical study for determining and comparing the maintenance efforts of cloned and non-cloned code. Our study involves: (i) estimation of efforts for already happened changes to a particular method, and (ii) prediction of efforts that might need to be spent for changing a particular method.

We implement our estimation and prediction procedures being inspired by the effort estimation models [1], [5], [18], [19]. While our estimation might not be 100% accurate, it gives an overall idea of the effort. Also, our primary goal is to compare the maintenance effort required for cloned and non-cloned code. We believe that our implementation can be used for this purpose. We emphasize two things in our implementation: (i) amount of source code (in terms of tokens) that has been (or might be) changed in a particular method, and (ii) amount of source code that might need to be understood for making changes to a particular method. For determining which other
methods we need to understand for changing a particular method we extracted method co-change information by mining the evolution history of the candidate software system.

**Findings.** We applied our implementation on hundreds of revisions of six open source software systems of diverse nature covering three programming languages (Java, C and C#) and estimated the maintenance efforts of cloned and non-cloned code. According to our analysis: Cloned code requires more effort in the maintenance phase than non-cloned code. Type 3 and Type 2 clones require more effort compared to Type 1 clones. Our findings imply that cloned code can often increase software maintenance costs compared to non-cloned code. When taking clone management decisions we should primarily focus on Type 3 and Type 2 clones. Our effort estimation tool can always be helpful to the managers as well as programmers in determining and predicting source code change efforts.

The rest of the paper is organized as follows: Section II describes our effort estimation technique, Section III discusses co-changed method groups, Section IV describes the experimental steps, Section V contains experimental results and analysis, Section VI evaluates the usefulness of our procedure for predicting code change effort, Section VII discusses possible investigation and also, as we are comparing the efforts for changing the cloned portions of other methods that are cloned with this particular method. We predict the number of tokens to be changed is tricky. We do not predict the number of tokens to be changed in the cloned methods because we do not know whether the changes will take place to the cloned or non-cloned portions of this particular method.

Predicting the number of tokens to be changed is tricky. Suppose, we want to predict the efforts for changing a particular method \( m \) which has been co-changed with several other methods during evolution. To predict the efforts for changing \( m \) we also need to predict the efforts for changing the co-changed methods. Suppose, \( m_{co} \) is a method which has been co-changed with \( m \). We need to predict the followings.

- How many tokens might need to be changed in the particular method \( m \).
- How many tokens might need to be changed in the co-changed method \( m_{co} \).

We predict the number of tokens that might need to be changed in \( m \) by determining the average number of tokens changed in \( m \) per revision. The revisions that we consider for this case are those where \( m \) has received some changes. If \( m \) has been changed in \( r \) number of previous revisions during evolution, and the total number of tokens (of \( m \)) changed (added, deleted or modified) in these \( r \) revisions is \( T \), we predict the number of tokens in \( m \) that might need to be changed in the current revision by Eq. 1.

\[
T_{predict} = \frac{T}{r}
\]  

Here, \( T_{predict} \) is the predicted number of tokens to be changed in \( m \). For predicting the number of tokens to be changed in the co-changed method \( m_{co} \) we calculate:

- The average number of tokens that have been changed in \( m_{co} \) per revision (we consider only those revisions where \( m_{co} \) has changed) during the evolution
- The probability by which \( m_{co} \) co-changes with \( m \).

Suppose, the total number of revisions where \( m_{co} \) has been changed is \( r_{co} \), the total number of tokens changed in \( m_{co} \) in these revisions is \( T_{co} \), the total number of revisions where \( m \) has been changed is \( r \) and the total number of revisions where both \( m \) and \( m_{co} \) have been changed is \( R_{co} \). We predict the number of tokens to be changed in \( m_{co} \) using Eq. 2.

\[
T_{predict Co-change} = \frac{T_{co}}{r_{co}} \times \frac{R_{co}}{r}
\]
Here, $T_{\text{predict co-change}}$ is the predicted number of tokens to be changed in $m_{co}$. Two quantities are multiplied in the above equation. The first quantity is the average number of tokens changed so far in $m_{co}$ and the second quantity is the probability of $m_{co}$ to be co-changed with $m$.

C. Effort Calculation and Prediction

Suppose we are calculating the maintenance effort required for some changes that occurred in a method in a particular revision of a software system. Before the occurrence of changes, the method had $T$ tokens. The user-defined methods called from this method had $T_{\text{called}}$ tokens and the user-defined methods calling this method had $T_{\text{calling}}$ tokens. Also, the unique co-changed method groups (explained in Section III) excluding this method had $T_{co}$ tokens in total. The methods that were cloned with this method but not in co-changed method group had $T_{\text{cloned}}$ tokens. Because of the changes, $T_e$ tokens were added in, modified or deleted from cloned portions of this method. In the same way, $T_n$ tokens were added in, modified or deleted from non-cloned portions of this method. $T_{coc}$ tokens were changed in all other methods in the co-changed groups. $T_{\text{clonecd}}$ tokens were changed in the cloned portions of the cloned methods (that are not in the co-changed group) to maintain consistency. The maintenance effort for the changes that occurred in this particular method can be calculated according to the following equations.

$$UE = (T + T_{\text{called}} + T_{\text{calling}} + T_{co} + T_{\text{cloned}}) \times a \times E$$

$$TCE = (T_e + T_n + T_{coc} + T_{\text{clonecd}}) \times b$$

$$TE = UE + TCE$$

Here, $UE$, $TCE$ and $TE$ are respectively the understanding effort, token change effort and total effort. All the operands in the above equations excluding $a, b$ and $E$ are quantifiable by examining the revisions of the subject system. The constant $a$ is the effort to understand a single token. Constant $b$ is the effort to add, delete or modify a single token. $E$ quantifies the expertise of the responsible programmer. The value of $E$ spans between 0 and 1. $E = 1$ means that the programmer is totally new in changing the particular method and $E = 0$ means that the programmer is expert enough in changing this method, and thus, he/she does not need understanding effort. We can also separate the efforts spent for cloned and non-cloned code in the following way.

$$CE = UE + (T_e + T_{coc} + T_{\text{clonecd}}) \times b$$

$$NE = (T + T_{\text{called}} + T_{\text{calling}} + T_{co}) \times a \times E + (T_n + T_{coc}) \times b$$

Here $CE$ is the effort spent for cloned code and $NE$ is the effort for non-cloned code.

While predicting the efforts for changing a particular method we first predict the number of tokens to be changed in that method and in the co-changed methods using the equations Eq. 1 and Eq. 2 and then we predict the efforts according to the following equation.

$$PE = UE + (T_p + T_{pec}) \times b$$

Here $PE$ is the predicted effort, $T_p$ is the probable number of tokens that might need to be changed in the particular method and $T_{pec}$ is the number of tokens that might be changed in the co-changed methods. We see that the predicted effort also includes the understanding effort $UE$.

D. Assignment of Values to The Constants

We can assign the values for $a$ and $b$ in terms of time but these values depend on several factors including type and complexity of the candidate project and expertise of the responsible programmer. The effects of these factors on $a$ and $b$ cannot be determined automatically. As our main focus is on the comparison of the efforts required for cloned and non-cloned portions, we do not need to know the exact values of $a$ and $b$. Instead we need to assume the ratio between these two constants so that we can convert both the number of tokens to understand and the number of tokens to change to a common unit. We can then add the understanding and changing efforts of a particular code region (cloned or non-cloned) of a subject system to get the total effort for that region of the system. In our experiment, we select the ratio between $a$ and $b$ to be 3 ($a/b = 3$) as was assumed in a previous study [6]. We also consider $E = 1$ which means that the programmer who is responsible for changing a particular method has no prior knowledge about the method and other relevant methods. While it is true that the understanding efforts for $T_{\text{called}}, T_{\text{calling}}, T_{co}$, and $T_{\text{cloned}}$ in Eq. 3 should be treated differently from the perspective of program comprehension, in our experiment we consider that the responsible programmer for making changes has no prior knowledge about the codebase. Thus, similar treatment of the understanding effort for $T_{\text{called}}, T_{\text{calling}}, T_{co}$, and $T_{\text{cloned}}$ is reasonable.

III. CO-CHANGED METHOD GROUPS

During the evolution of a software system multiple revisions of it are created. We denote the revisions by $\text{revision}(i)$ where $1 \leq i \leq n$. Here $n$ is the total number of revisions of the software system created so far. A commit operation $\text{commit}(i)$ on $\text{revision}(i)$ causes the next revision $\text{revision}(i+1)$ to be created. For most of the cases a particular commit operation consists of several changes to the source code. An important fact here is that if the changes in a particular commit operation are not atypical [23], they are made to achieve a particular goal (or functionality) and hence, these changes are related. So, the methods in which these changes have occurred are also related. These methods, that are changed in a particular commit operation, form a co-changed method group. While making some changes to a particular method, a developer should also be concerned about other methods in those co-changed method groups to which that particular method belongs.

Detecting Co-changed Method Groups. To determine the co-changed method group for a particular commit operation $\text{commit}(i)$ we accomplish several tasks - (1) detection of all methods in $\text{revision}(i)$ with corresponding beginning and ending line numbers, (2) determination of changes happened to $\text{revision}(i)$ with corresponding line numbers, (3) mapping these changes to the detected methods of $\text{revision}(i)$, and at last (4) retrieval of the changed methods. For a sequence of $n$ revisions of a subject system we get a sequence of $n - 1$ commit operations. After discarding the commit operations with atypical changes we get our target commit operations. We discarded commits with atypical changes following the technique of Lozano and Wermelinger [23]. If the count of the target commit operations is $t$, we get $t$ co-changed method groups. But, it is very likely that a particular co-changed method group will appear multiple times in this sequence.
Algorithm for detecting unique co-changed method groups: Suppose, we have already detected some unique co-changed method groups by examining some commit operations. We call this list of existing groups existing list. After getting a new group from the next commit operation, we first check whether this group is a proper subset of any group in the existing list. If this is true, we ignore this new group, otherwise we check the existing list to find any group which is a proper subset of this new group. We discard these groups from the existing list and add the new group to it. Then, we proceed with the next commit operation. However, at the very beginning of this process (while examining the first commit), the existing list remains empty.

IV. EXPERIMENTAL STEPS

We conduct our experiment on six subject systems listed in Table I. We download these systems from an on-line SVN repository\(^1\). The subject systems are diverse, differing in size, spanning six different application domains, and covering three different programming languages. We have implemented our effort estimation procedure as a tool using Java programming language with MySQL as the back-end database server and then applied the tool on each of the subject systems in Table I for calculating maintenance efforts of cloned and non-cloned code. The calculation has been done in the following steps as demonstrated in Fig. 1: (1) Preprocessing source code of each revision of a subject system by applying two preprocessing steps - (i) rearranging lines so that an isolated left or right brace (if a left or right brace remains in a line associated with no other character) gets deleted and added to the previous line (creating a blank line), and (ii) deleting blank lines and comments, (2) Detecting methods from each of the revisions of t groups because, changes in multiple commit operations might be centered around the same or similar goals. So, we need to determine the unique co-changed method groups for a sequence of commit operations.

![Experimental steps and their interdependencies in calculating maintenance efforts for cloned and non-cloned code](Image)

TABLE I. SUBJECT SYSTEMS

<table>
<thead>
<tr>
<th>Systems</th>
<th>Domains</th>
<th>LOC</th>
<th>Revisions</th>
</tr>
</thead>
<tbody>
<tr>
<td>C Have</td>
<td>Anti-Contrib</td>
<td>12,621</td>
<td>176</td>
</tr>
<tr>
<td></td>
<td>Carol</td>
<td>25,092</td>
<td>1699</td>
</tr>
<tr>
<td>Chaps</td>
<td>Code Def. Generator</td>
<td>33,270</td>
<td>774</td>
</tr>
<tr>
<td>QMail Admin</td>
<td>Mail Management</td>
<td>4,054</td>
<td>317</td>
</tr>
<tr>
<td>GreenShot</td>
<td>Multimedia</td>
<td>37,628</td>
<td>999</td>
</tr>
<tr>
<td>Capital Resource</td>
<td>Database Management</td>
<td>75,434</td>
<td>122</td>
</tr>
</tbody>
</table>

TABLE II. NiCad SETTINGS

<table>
<thead>
<tr>
<th>Clone Types</th>
<th>Identifier Renaming</th>
<th>Dissimilarity Threshold</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type 1</td>
<td>none</td>
<td>0%</td>
</tr>
<tr>
<td>Type 2</td>
<td>blindrename</td>
<td>0%</td>
</tr>
<tr>
<td>Type 3</td>
<td>blindrename</td>
<td>20%</td>
</tr>
</tbody>
</table>

\(^1\)On-line SVN Repository: https://sourceforge.net/

\(^2\)CTAGS: http://ctags.sourceforge.net/
According to this graph, each of the three types of clones can require more effort than the non-cloned code during software evolution. The changes in Type 2 and Type 3 clones have higher probabilities of requiring more effort than those in Type 1 clones.

**Overall Analysis Result:** According to Table III and Fig. 2, we realize that cloned code can increase maintenance effort during software evolution compared to non-cloned code.

**Type-centric analysis of experimental result.** As cloned code can increase maintenance efforts, this is important to analyze the variability of efforts required by different types of clones to identify which types of clones should be given more care. For this purpose, we have drawn the graph shown in Fig. 3 containing each of the six candidate systems with respective efforts for three clone-types. From this graph we see that for each of the three subject systems, Cltags, Capital Resource and Greenshot, the effort required for Type 3 clones was greater than the effort required for each of the other two types of clones. For the remaining three subject systems, the efforts required for Type 2 clones were the greatest ones. From this scenario we can come to the decision that Type 2 and Type 3 clones generally require more effort than Type 1 clones.

We also analyzed the understanding and modification efforts for each type of clones individually. For this purpose, we have drawn two more graphs in Fig. 4 and Fig. 5 showing the comparison of understanding and modification efforts for three types of clones respectively. Fig. 4 shows the comparison of understanding efforts for three clone-types. We see that understanding efforts exactly follow the total efforts (understanding + modification) (Fig.3). From this we decide that the total amount of efforts required for source code changes is mainly driven by the understanding efforts. From the other graph in Fig. 5 we see that for five subject systems excluding QMailAdmin, token change efforts for Type 3 clones were greater than those of the other two types of clones. We also see that for both cloned and non-cloned code, understanding efforts are always greater than modification efforts.

**Type Centric Analysis Result:** From the type centric analysis we learn that both Type 2 and Type 3 clones require more effort (both understanding and modification) than the effort...
required by Type 1 clones. Also, Type 3 clones require more modification efforts than the other two types. So, Type 2 and Type 3 clones should be given more care during development. More importantly, when taking clone management (such as clone refactoring or tracking) decisions we should primarily focus on Type 2 and Type 3 clones.

VI. ACCURACY IN PREDICTING CODE CHANGE EFFORT

We calculate the accuracy of our effort estimation tool in predicting code change effort in the following way. Suppose, the subject system on which we are working has \( R \) revisions in total. We consider a revision \( r \) which is not the most recent one \((1 < r < R)\). Suppose, several methods in this revision have been modified to create the immediate next revision. We calculate the actual number of tokens that were changed while changing these methods in revision \( r \) to create the next revision. We also use our tool to predict the number of tokens that might need to be changed in these methods in revision \( r \) using the co-change history of these methods as described in Section II-B. In this way, for all the revisions we have worked on, we calculate - (i) the count of actually changed tokens, (ii) count of tokens predicted to be changed, and (iii) the total count of methods changed. From these, we calculate the number of tokens actually changed per method and the number of tokens predicted to be changed per method. We calculate these two quantities for each of our candidate subject systems. We find the Pearson correlation between these two quantities. The calculated values and the correlation result are shown in Table IV. From the table we see that there is a high correlation between these two quantities (the Pearson correlation co-efficient \( = 0.888754 \)). If we disregard Capital Resource (it does not comply with the other five systems), the correlation coefficient becomes 0.9864. We also see that our tool is underestimating the count of tokens to be changed for most of the cases (except for Capital Resource). The reason behind this is explained in the following way.

For a particular method, while we predict the number of tokens to be changed in any one of its co-changed methods we multiply two quantities: (i) the number of tokens that is likely to be changed in the co-changed method, and (ii) the probability by which this method co-changes with the particular method. The probability becomes less than one if this co-changed method has not changed each time the particular method has changed in the past. This probability is underestimating the count of tokens to be changed in a co-changed method. We have seen that the count of tokens actually changed is around five times larger than the count of tokens predicted to be changed for our subject systems. Thus, in spite of underestimation we realize that it is possible to predict the number to tokens that might need to be changed for changing a particular method using our effort estimation tool.

VII. THREATS TO VALIDITY

We conduct our investigations by detecting code clones using NiCad [8]. While all clone detectors suffer from the confounding configuration choice problem [31] and might provide different clone detection results for different settings, the settings that we have used for NiCad are considered standard [27]. NiCad can detect code clones with high precision and recall with these settings [27], [28]. Thus, we believe that our findings in this experiment are important.

Our experimental results are based on only six open source subject systems which is not sufficient for taking any concrete decision. However, our selected systems are varying in size, application domains, revisions and programming languages. We selected the systems in this way intentionally to avoid possible bias of system size, domain and programming language effort. Thus we believe that our investigation has brought out some important insights regarding the maintenance efforts for cloned and non-cloned code.

VIII. RELATED WORK

Hotta et al. [10] studied the impact of clones by measuring the modification frequencies of the duplicated and non-duplicated code segments. They conducted a fairly large study using different tools and subject systems which suggests that the presence of clones does not introduce extra difficulties to the maintenance phase. Krinke [15] investigated Java, C and C++ code bases considering Type-I clones, and analyzed how consistently code clones are changed during maintenance. He found that clone groups changed consistently through half of their lifetime. In other two experiments [16], [17] he showed that cloned code is more stable than non-cloned code. Lozano and Wermelinger [21]–[23] conducted a number of experiments using CCFinder [12] to assess the effects of clones on the change-proneness of software systems. They found that code clones can often exhibit higher change-proneness than non-cloned code. Juergens et al.’s [11] study with large scale commercial systems suggests that inconsistent changes are very frequent to the cloned code and nearly every second unintentional inconsistent change to a clone leads to a fault. Kapsen and Godfrey [13] identified different patterns of cloning and experienced that around 71% of the clones could be considered to have a positive impact on the maintainability of the software system. Aversano et al. [2] combined clone detection and modification transactions on open source software repositories to investigate how clones are maintained during the evolution and bug fixing. Their study reports that most of the cloned code is consistently maintained. In another similar but extended study, Thummalapenta et al. [30] indicated that most of the cases clones are changed consistently and for the remaining inconsistently changed cases clones mainly undergo independent evolution.
We see that different studies have tried to investigate the impacts of clones in different ways, however, no studies have measured how much effort is spent for cloned and non-cloned portions of a code base. In this paper we investigate this issue and try to find a concrete answer to the question “Does the presence of clones increase maintenance effort?”. Our findings establish that cloned code often requires higher maintenance effort compared to non-cloned code. We also compare the maintenance efforts required by three types (Type 1, Type 2, and Type 3) of code clones and find that Type 2 and Type 3 clones require higher efforts than Type 1 clones. None of the existing studies have compared different clone-types considering the maintenance efforts they require. Our findings are important for prioritizing code clones for management.

IX. CONCLUSION

In this paper, we present an empirical study to determine and compare the maintenance efforts required for cloned and non-cloned code. For the purpose of our study we implement a prototype tool which is capable of performing two tasks: (i) calculation of effort for changes that previously occurred in a particular method, and (ii) prediction of effort that might need to be spent for future changes to a particular method. Our experimental results on six candidate subject systems written in three different programming languages show that:

- Cloned code often requires a higher amount of change effort during maintenance compared to non-cloned code.
- Both Type 2 and Type 3 clones require more maintenance effort than Type 1 clones.

We also observe that Type 3 clones generally require a higher amount of modifications (in terms of tokens) compared to the other two clone-types (Type 1, and Type 2). According to our findings we decide that Type 2 and Type 3 clones should be given more care during development. These two types of code clones should be prioritized for management.

We also evaluate our tool’s predictability and observe that it can be used to predict the number of tokens that might need to be changed for changing a particular method. Our effort estimation tool can be helpful from both managerial and development perspectives. Managers will be able to calculate developer efforts spent on source code modifications. Developers can estimate effort for changing any existing method and can decide whether to modify existing methods or to create new ones for incorporating some changes to a particular project. As a future work, we are planning to integrate our tool with Eclipse IDE as a plug in.
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